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1. Introduction

Knowledge graphs (KGs) are becoming an increasingly popular way to represent information
[1, 2]. Recently, several studies have developed neurosymbolic (NeSy) approaches for reasoning
over KGs. NeSy artificial intelligence (AI) describes the combination of symbolic AI, which often
includes logic and rule-based approaches, with neural networks and deep learning [3, 4]. In this
presentation, we will review and discuss our recently accepted article within IEEE Transactions
on Neural Networks and Learning Systems. Our article surveys NeSy approaches for reasoning
over KGs, proposes a taxonomy by which such approaches can be categorized, discusses five
unique traits which characterize them, and suggests several prospective research directions for
which they can be used [5].

2. Background

A graph or network structure 𝐺 is composed of a finite set of nodes, V, and a finite set of edges,
E, connecting node pairs into triples. A knowledge graph (KG) uses such a graph to represent
relations between real-world entities [2]. KG completion (KGC) denotes a series of methods
which can be used to refine the graphs and uncover novel information.

Some methods for KGC utilize a set of rules (e.g., from ontologies [6] or rule-mining ap-
proaches [7]), that can be used for logical inference. While these approaches tend to be inherently
interpretable, they sometimes suffer scalability issues on large KGs [8, 9]. In contrast, methods
which generate KG embeddings (KGE) typically scale well to large datasets. A KGE is a numerical
vector representation of the KG constituents such that proximity in the embedding space ap-
proximates similarity in the original KG [10, 11]. However, KGE methods also have limitations:
they tend to lack interpretability, and they require relatively large amounts of labeled data to
capture relationships [12, 13]. To bridge this dichotomy, NeSy approaches combine aspects
from both types to mitigate their respective weaknesses.
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3. Our Proposal: A New Characterization of NeSy Approaches

We classify the approaches into three major categories: (A) logically-informed embedding
approaches, which use symbolic inference and deep learning sequentially, (B) approaches which
learn embeddings with logical constraints, and (C) those which learn logical rules for reasoning.
From this, we identify five critical characteristics of NeSy approaches:

1. Interpretability: Due to the incorporation of logical rules, several NeSy approaches
are inherently interpretable.

2. Guided Training: Some NeSy approaches can integrate ontological or expert-defined
knowledge into an otherwise data-driven approach [14, 15]. This guides learning toward
more domain-congruous patterns.

3. Underrepresented Types: Some datasets may have fewer instances of certain types
or classes. Many KGE approaches struggle to capture such underrepresented patterns
[12, 13]. Through rule-based inference, some NeSy approaches might address this.

4. Heterogeneous Aggregation: Heterogeneous KGs typically comprise nodes and edges
of varying types [16]. The aggregation of features between dissimilar types is a challenge,
but some NeSy methods can formally define these relationships through the implementa-
tion of logical rules.

5. Long-range Dependencies: Several GNN methods suffer from local receptive fields
[17]. In contrast, path-based NeSy methods account for long-range dependencies (i.e.,
relationships between nodes that are several hops apart [18, 19]) through chained rules.

Through these, we explore how each category of approaches has unique capabilities and
prospective directions for various facets of research.

4. Payoff and Pitfalls: Applications Beyond Benchmarks

Despite the potential these NeSymethods hold, most of the surveyed approacheswere only tested
upon KGs such as YAGO [20] and DBpedia [21], which comprise general knowledge. While this
is ideal for benchmarking, few studies demonstrate their methods within a specific domain. In
our recent investigations, we used some of our surveyed approaches within biomedical contexts.
Specifically, we used two approaches for (1) drug mechanism-of-action discovery, and (2) few-
shot prediction of rare side effects. In doing so, we tested how reliably these approaches operate
in a real-world domain. However, we also discovered that their distinguishing characteristics,
such as Interpretability, sometimes reveal limitations, like reasoning shortcuts [22].

5. Summary and Conclusions

We propose a novel taxonomy by which NeSy methods for reasoning over KGs can be grouped.
Using this taxonomy alongside five unique characteristics, we discuss the capabilities and
prospective directions toward which these approaches may prove useful. Finally, we present
two cases in which we used some of the surveyed approaches on biomedical applications.
Through these examples, we highlight the ways in which the interpretability of NeSy AI,
typically considered a benefit, can help reveal its own limitations.
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